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Abstract

This paper discussed the image processing algorithms that can be used to segment defects from the acquired
ceramic tiles image. The paper proposed two gray-level threshold algorithms, a fixed threshold algorithm and an
adaptive interpolating threshold algorithm. The two thresholding algorithms are tested across a set of test images and
their performance compared using the area under receiver operator characteristic curves. The experimental resulls
showed that the fixed threshold algorithm produces the receiver operator characteristic curve that encloses the greatest
area and provides promising results in preference to the adaptive threshold algorithm.

INTRODUCTION

Automation of inspection and segmentation of the
occurring defect on the industrial goods has gained
importance with the recent developments on computer
vision technologies. One can find recent researches on
the subject, since the problem involves application of
the computer vision and image processing methods [1,
2}. Some of the most common and anti-aesthetic defects
found on some industrial goods are cracks, bumps,
depressions, pin-holes, dirt, drops, and ondulations [3,
4,5, 6].

This paper discussed the image processing
algorithms that can be used to segment defects from the
acquired ceramic tiles image. The paper commences in
Section 2 by proposing the use of two gray-level
thresholding techniques which are concerned with
classifying pixels into object or background classes [7,
8, 9]. Section 3 presents performance evaluation
methods and parameter setting of the algorithm,
Simulation Results of the algorithm is discussed in
Section 4. The paper ends in Sections 5 with some
conclusion.

IMAGE THRESHOLDING

Surface microstructure defects in any manufactured
item could be in millimeter and difficult to be detected
and segmented by human operator using unaided
manual techniques. In solving defect segmentation
problem in this paper the reflective properties of the
item surfaces is employed. As a case study the
reflectance of the defect in ceramic tile image is much
higher than that of the background [4]. This leads to
strong contrast between background and defect in well

illuminated images captured by the camera. The
enhanced contrast makes the use of a gray level
thresholding a viable background / defect segmentation
technique. Defects from the capture tile image are
simply extracted by means of the value of gray level.
The purpose of gray level thresholding is to extract
pixels which represent objects from the background of
the image.

Two algorithms are proposed in this paper for
segmenting defect from background on the basis of
image grey-level value. The first algorithm is a
straightforward threshold on the gray-level. The value
of the output pixel g(x, y) is given by
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where f'(x, y) is the corresponding pixel from the input
image and 1 is the threshold setting used to distinguish
defects from the background. According to equation
(1), bright pixels above or equal to the threshold are
labeled white as defect, whilst the duller pixels less than
the threshold are labeled black, as background.

However, in the case that the illumination over the
ceramic image is different, owing to the nonuniformty
distributed light condition which are common in
industrial plants, the result can be that the objects in
certain parts of the image may be lighter or darker than
any other part. Therefore, it is inadequate to apply a
single threshold to the whole image. If a single
threshold is not a cceptable, then the remaining o ption
consists of using a number of different localized
thresholds over small subregions of the image. This
method decides threshold value based on the local
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properties of the image. Several approaches have been
proposed for this localized thresholding method [10, 11,
12]. The intensity gradient based thresholding method
[10] use the linear approximation of the gradientas a
measure of decision for the local threshold. The
adaptive interpolating thresholding algorithm is
expressed as follows:

g(x,y>={255 for )20 g

0 Sfor f1(x,) < au(y)
where g(x, y) is the output pixel, u is the mean gray-
level computed for both the top () and bottom (u,)
halves of the image and o is a gain that is used to set
the threshold level.

To test the effectiveness / performances of the
fixed and adaptive thresholding algorithms across a set
of test images, ground truth labeling was produced for
each set of test image by segmenting image pixels into
defect and background using standard image editing
software.

EVALUATION OF THE SEGMENTATION

ALGORITHM

In assessing the utility of grey-level thresholding,
receiver operator characteristic, ROC, curves were used
[13, 14]. The area under the ROC curve reflects the
discriminatory power of the thresholding algorithm
taking the reflective surface property of the tiles into
consideration.

Using gray-level as a discriminant between the two
populations, Mann-Whitney statistic has been shown to
be equivalent to the area underneath an ROC curve
[15]. In the two class discrimination problems, the
defect and background pixels are considered positive
and negative, respectively. Both classes are
characterized by the pixel gray-level, gp and gn, over
the population of positives and negatives. In the case of
discrete data, Mann-Whitney statistic is computed from
a set of comparison scores [15]. Compare each pair of
pixels gp and gy , the comparison scores is as follows

lif gp > 8y
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Therefore, for a set of n, positive examples and ny
negatives Whitney statistic is written as
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This statistic is equivalent to area under ROC curved as
demonstrated in Hanley and McNeil [15]. This is
written as

O=W=P (gr>gn) ©)

The equivalence arises from the fact that both quantities
measure the probability that in randomly paired
background and defect pixels, the gray-levels will allow
the two pixels to be correctly identified.
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In controlling the pixel classification, ROC curve is
produced by varying the threshold as applied to the test
image. At each setting, every pixel is placed into one of
four groups:

1. True Positives (TP):
classified as defect.
2. False Positives (FP): background pixels incorrectly
classified as defect.
3. True Negatives (TN): background pixels correctly
classified as background.
4. False Negatives (FN): defect pixels incorrectly
classified as background.
Probability of classifying a positive (defect pixel)
correctly at a threshold setting is given by
number TP (6)
number of TP + number of FN
also p robability o f ¢ lassifying a n egative ( background
pixel) incorrectly at the same setting is given by
number FP (7
number of FP + number of TN
where TPR and FPR are the true positive ratio and false
positive ratio, respectively, and both lie in the range (0,
D).
For each threshold setting, a (TPR, FPR) pair is
generated which are plotted against each other to form
the receiver operator characteristic (ROC) curve. The
curve when generated over a range of algorithm
parameter settings reflects the ability of the algorithm to
perform segmentation task.

defect pixels correctly

TPR =

FPR =

SEGMENTATION EXPERIMENTS ~ RESULTS

Images captured from four defective ceramic tiles
given in Figure 1(a)-(d) are used for off-line testing of
segmentation algorithms. Figure 2 shows the ROC
curves generated for the adaptive interpolating
threshold algorithm and the fixed threshold algorithm
on each of the four data sets. Each curve was generated
using 20 parameter settings; 20 settings of the gain o
for the adaptive interpolating threshold algorithm, 20
settings of the threshold, t for the fixed threshold
algorithm.

The area under each ROC curve when calculated
using the trapezium rule is given in Table 1.1, presented
to the 4™ decimal place.
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C d
Fig. 1: Gray-level images a — d for four defective
ceramic wall tiles

Inspection of the figure in Table 1.1 and of the
curves in Figure 2 shows that for gray-level images a —
d, the performances of the adaptive interpolating
threshold algorithm and fixed threshold algorithm are
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Fig. 2: ROC curves experimental results data sets a-d.

similar. However, the fixed threshold algorithm
produces the ROC curve that encloses the greatest area
and hence provides the better segmentation
performance for a range of threshold or decision
parameter settings than the adaptive threshold
algorithm.

An approach to fixed threshold selection involves
analyzing the gray-level histogram of the inspected
image. Figure 3 (b) shows the gray-level histogram of
each of the images in Figure 1 through which the
thresholding value was generated. The result of the
thresholding operation on each image following Sobel,
Kirsch, and Prewitt edge enhancement operation are
shown in Figure 3(c)-(e).
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-+ Adaptive

0.5 1
FPR

- Fixed
- Adaptive

0.5 1
FPR

Table 1.1:  Area underneath ROC curves for the fixed threshold and adaptive interpolating threshold algorithms for data

sets a — d.
Data Set Fixed Adaptive
a 0.9651 0.9632
b 0.9852 0.9521
c 0.9915 0.9876
d 0.9234 0.9219
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Fig. 3(i): (a) Gray-level picture of some defective tiles.
(b) Intensity histogram. (c, d and e) show the results obtained by thresholding the Sobel, Kircsh and Prewitt
edge picture respectively.
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(c) (d) (e)
Fig. 3(ii): (a) Gray-level picture of some defective tiles.

(b) Intensity histogram. (c, d and e) show the results obtained by thresholding the Sobel, Kircsh and Prewitt
edge picture respectively.
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CONCLUSIONS

Two gray-level thresholding algorithms are
presented in this paper for the extraction of defects
from the surface of ceramic tiles image. The
performance of the algorithms when tested on a limited
number of test images using receiver operating
characteristic curves produces encouraging results.

However, in the final analysis, fixed thresholding
algorithm was shown to produce ROC curve that
encloses the greatest area and provides the better
segmentation p erformance fora range ofthresholdor
decision parameter settings in preference to the
adaptive threshold algorithm.
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