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 The selection of features plays a pivotal role in designing high-performance 

intrusion detection systems (IDSs), particularly in light of the growing complexity 

and dimensionality of network traffic data. This study introduces a machine 

learning-driven feature selection technique that utilizes an enhanced Genetic 

Algorithm (GA), referred to as GA-based Feature Selection (GbFS), to refine 

feature subsets for IDSs. The research implemented a fitness function alongside a 

parameter-tuning strategy to boost the efficiency of the GA., we employed three 

districting classifiers, namely Support Vector Machine (SVM), Random Forest 

(RF) cla ssifiers, and Logistic Regression (LR) for this task. Experiments were 

conducted on three well-known datasets— UNSW-NB15, CIRA-CIC-

DOHBrw2020, and Bot-IoT—accessed from Kaggle to highlight significant gains 

in classifier accuracy. The comparative analysis reveals that GbFS achieves 

accuracy levels of up to 99.80%, surpassing traditional feature selection 

techniques. This research underscores the capacity of machine learning to 

increase the efficacy and efficiency of IDSs by overcoming challenges associated 

with feature selection in network security. 
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INTRODUCTION 

In today's digital era, where billions of devices are interconnected, safeguarding sensitive data has become a 

critical priority. When identifying malicious activity, Intrusion Detection Systems (IDSs) are essential for 

defending networks against cyber threats such as ransomware, botnets, and malware. One of the primary 

challenges in developing efficient IDSs involves handling the high-dimensional nature of network traffic data, 

which can negatively impact detection accuracy and computational performance. Feature selection serves as an 

essential preprocessing step to identify the most relevant attributes, thereby improving the effectiveness of IDSs. 

The application of machine learning (ML) algorithms is highlighted in this paper for feature selection. 

Specifically, GA-based Feature Selection (GbFS), an improved Genetic Algorithm (GA)-based technique. By 
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incorporating an innovative fitness function and refined parameter optimization, this research aims to improve 

both detection efficiency and accuracy. The proposed approach is validated using widely accepted benchmark 

datasets, showcasing its potential to address feature selection challenges and bolster IDS performance (Bakro et 

al., 2024). 

Identifying the type of cyber-attack and the vulnerabilities it exploits is a significant challenge in cybersecurity. 

As security measures become more robust, cybercriminals adopt increasingly sophisticated and creative ways to 

find their victims. According to Bakro et al. (2023), these techniques include embedding assaults in a variety of 

file types, including Word documents, PDFs, and pictures, as well as more severe strategies like injecting 

malicious code into devices or deploying ransomware with worm-like behavior capable of infecting hundreds of 

devices. These types of attack techniques intensify the complexity of detecting cyberattacks. To address these 

challenges, the emerging field of Cyber Threat Intelligence (CTI) emphasizes the adoption of ML-based security 

tools to combat cyber threats effectively. 

In recent years, significant progress has been made in applying ML in cybersecurity, particularly for CTI purposes 

(Zouhri et al., 2024). Awotunde et al. (2021) opined that ML is now extensively utilized to improve IDS due to 

its demonstrated effectiveness in malware detection and classification (Jupriyadi et al., 2024). Implementing ML 

algorithms requires training models capable of differentiating between malicious and benign traffic, and high-

quality data is essential for this purpose. 

The lack of high-quality data sources significantly impedes the ability of ML algorithms to attain peak 

performance. To rectify this issue, the current research utilizes a trio of extensively utilized datasets accessed 

from Kaggle for identifying intrusive activities, which assesses the efficacy of the proposed approach, which 

incorporates three classification algorithms to optimize the performance of the ML algorithms and identify the 

effective feature selection. To confirm the performance and efficacy of the suggested solution, it is also compared 

to three closely similar cutting-edge methodologies (Mhawi et al., 2022). 

Managing high-dimensional data presents a significant challenge in the design of IDS. Noise, irrelevant 

characteristics, and the curse of dimensionality combined within datasets can lead to reduced accuracy and 

heightened computational demands in ML models (Kareem et al., 2022). Feature selection offers a solution by 

identifying the most informative subsets of features, thereby decreasing complexity and enhancing the 

effectiveness of IDSs. When supervised learning is involved, feature selection focuses on isolating features that 

optimize a classifier's ability to differentiate between various classes. According to Li et al. 2024, this study 

introduced an ML-based feature selection approach utilizing an enhanced Genetic Algorithm (GA), GA-based 

Feature Selection (GbFS), to tackle these issues. This research demonstrates how feature selection can 

significantly boost IDS accuracy while minimizing false positive rates through the model of a novel fitness 

function and refined parameter-tuning strategies. The proposed method is validated on benchmark datasets, 

highlighting its capability to streamline and improve the intrusion detection process. 

The creation of efficient IDS necessitates identifying optimal feature subsets from large, high-dimensional 

datasets. High dimensionality can introduce irrelevant and redundant features, which may degrade model 

performance, raise false positive and false negative rates, and inflate computational costs. Feature selection 

techniques, such as wrapper, filter, and embedded techniques, address these issues but come with limitations. 
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Wrapper methods are effective at identifying relevant features but involve iterative evaluations, leading to high 

computational overhead (Almomani 2020; Jaw and Wang 2021). Filter methods are computationally efficient but 

may yield suboptimal feature subsets because they lack feedback from the learning algorithm. Embedded methods 

attempt to balance these drawbacks but often struggle to scale effectively as data complexity increases. This study 

presents an ML-based feature selection approach utilizing GA, incorporating an innovative fitness function and 

parameter-tuning framework to enhance feature selection for IDSs. By focusing on benchmark datasets, this 

research demonstrates how the proposed approach enhances classification accuracy, reduces computational costs, 

and strengthens IDS resilience against emerging cyber threats (Yin et al., 2023; Aljabri et al, 2024). 

This research implemented an ML-driven feature selection framework aimed at improving the performance and 

precision of IDS. The key contributions and unique aspects of this work include: 

i. The GA-based feature selection method was employed alongside an evolutionary computing approach to 

select relevant features for intrusion detection, utilizing a custom fitness function to optimize feature 

identification. 

ii. Optimization and validation of GA parameters on benchmark datasets (UNSW-NB15, CIRA-CIC-

DOHBrw2020, and Bot-IoT), resulting in improved detection accuracy and reduced computational burden. 

iii. To underscore how the proposed classification methods outperform state-of-the-art techniques and 

improve the efficiency of ML classifiers, increasing actualization rates and reducing false positives and 

false negatives. 

REVIEW OF RELATED WORK 

Akhiat et al. (2024) proposed a feature selection method combining GA, Principal Component Analysis (PCA), 

and Multilayer Perceptron (MLP). The goal of the study was to improve the actualization and detection rate of 

classifiers in identifying intrusions. Their approach was compared against the use of standalone PCA. Employing 

GA, they identified the principal feature space that optimally enhanced the classifier's sensitivity. Three 

experiments using feature subsets of 12, 20, and 27 features were used to assess the suggested strategy; the 12-

feature subset yields the highest accuracy of 99%. Similarly, GA is used as a feature selection method by Sindhu 

et al. (2012). They started their optimization process by creating a random population, then they assessed the 

chromosomes' fitness to create the next population. The fitness function evaluates the quality of the feature subsets 

by taking into account feature count, sensitivity, and specificity. Using 16 features that were taken from the KDD 

dataset's initial 41 features, they attained an accuracy of 98.38% when compared to other feature selections 

(Sayegh et al., 2024). 

The research conducted by Barhoush et al. (2023) presented an IDS that utilized a GA for feature selection, 

incorporating a sophisticated fitness function. The method produced enhanced accuracy while sustaining a 

minimal false positive rate.  The methodology was evaluated utilizing the KDD Cup and UNSW-NB15 datasets, 

with detailed data for each class provided in their analysis.  Additionally, they provide unique statistics for each 

category and utilize their framework to illustrate its efficacy. Similarly, Aljabri et al. (2024a) developed a feature 

selection model based on an optimized binary Whale Optimization Algorithm for detecting network intrusions. 

Their methodology, assessed using the KDD dataset, addresses some difficulties but faces shortcomings, 

including sluggish convergence and susceptibility to local optima during the update process, which negatively 
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impacts classification performance. Compared to GA, their method attains superior accuracy, identifying 5 out of 

41 features with an accuracy rate of 97.89%, while GA identifies 11 out of 41 features with a lower accuracy of 

95.58%. Meanwhile, Amaouche et al. (2024) explore the application of autoencoders as generative models for 

feature learning in a separate study. Furthermore, they illustrate how autoencoders may effectively learn latent 

representations and semantic commonalities among dataset features.  Their methodology was employed for tasks 

such as malware classification and intrusion detection.  They utilize the Microsoft Malware Classification 

Challenge (BIG 2015) dataset and the KDD Cup dataset.  The Gaussian Naïve Bayes classifier achieves the 

highest accuracy of 83.3% in intrusion detection. The main points of this earlier research are listed in Table 1, 

along with the current suggestion (Al-Yaseen et al., 2022).  

Their method was based on a popular swarm intelligence methodology called the Krill Herd (KH) algorithm. In 

their solution, the condition of the krill herd in the search space is updated using a linear closest neighbor lasso 

step optimization. A globally optimal solution can be found easily through this procedure. Likewise, another 

swarm intelligence-based method for IDS is the work of Turukmane and Devendiran 2024. Their approach 

combines an ensemble feature selection method with the grasshopper algorithm, which was also based on swarm 

intelligence. 

Table 1. Key component of the current contribution and earlier works. 

Reference Model Feature 

film 

Result 

Umar et al. (2024) Decision tree (DT)-GA 34 Detection error rate of 0.095 

for U2R and 19.9 for R2L 

Yaras and Dener 

(2024) 

Pareto-Optimal Fuzzy 

Rule Classifier-GA 

28 Accuracy of 99.24% 

Awad and Fraihat 

(2023) 

MLP-PCA + GA 16 Accuracy of 99% 

Das et al. (2022) DT- GA 18 Accuracy of 98.38% 

Zouhri, Idri, and 

Ratnani (2024) 

MLP-GA-Based 

Kernel Feature 

Extraction 

14 Accuracy 94.22% 

 

To protect a company's network from outside threats, intrusion detection systems, or IDS, are essential. Machine 

learning is often used to create IDS because of its exceptional performance. However, the detection accuracy of 

ML models may be adversely affected by the high dimensionality of network traffic data. To mitigate the effects 

of dimensionality, it is essential to reduce the number of features while retaining critical information, ensuring 

that the reduced feature set enhances the classifier's detection accuracy. While numerous feature selection 

techniques have been proposed and are performing effectively, continuous efforts are being made to improve 

these methods (Fang et al., 2024). Efficient extraction of significant features from datasets, particularly to boost 

the detection accuracy, can be achieved using unsupervised approaches. However, unsupervised feature selection 

techniques often involve computational complexity due to the extensive number of feature combinations that must 

be evaluated to identify the optimal subset. This study focuses on developing an enhanced unsupervised feature 
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selection technique utilizing Evolutionary Algorithms (EAs) to achieve better detection accuracy, distinguished 

by low False Positive (FP) and high True Positive (TP) rates (Li et al., 2020). 

Evolutionary feature selection for intrusion detection  

This study's methodology centres on the implementation of a GA-based Feature Selection (GbFS) approach aimed 

at improving IDS. The process is structured into four phases, viz-a-viz Data Generation and preparation, GA-

Based Feature Selection Module, Classification Module and finally Outcome Evaluation and Comparison. Figure 

1 depicts the framework's proposed solution. 

1. Dataset Generation and Preparation 

i. Standardized datasets for network traffic analysis, including UNSW-NB15, CIRA-CIC-DOHBrw2020, 

and Bot-IoT, undergo a preprocessing phase to address issues related to incomplete data, 

disproportionate class distributions, and extraneous noise. 

ii. To guarantee the uniformity and seamless operation of the GA, the characteristics are standardized to 

prevent any discrepancies that may hinder its performance. 

2.   GA-Based Feature Selection Module 

i. Initialization phase: A collection of feature subset combinations is randomly created, with each 

combination serving as a potential solution candidate. 

ii. Fitness Assessment: A newly introduced evaluation metric is employed to assess the suitability of feature 

subsets, taking into account their relevance, redundancy, and impact on the precision of classification 

outcomes. 

iii. Iterative Refining: The GA employs a sequence of operations, including Selection, Crossover, and 

Mutation, to progressively refine feature subsets and steer the search towards optimal solutions. 

iv. Optimization of Hyperparameters: The GA performance is fine-tuned by adjusting key parameters, 

including population size, mutation probability, and crossover probability, to strike a balance between 

the speed of convergence and the quality of the solution. 

3. Classification Module 

i. the subsets of features that are carefully chosen by the Genetic Algorithm module are subsequently 

utilized to educate and fine-tune various ML classification models, including but not limited to SVM, 

RF, and LR algorithms. 

ii. Evaluative measures such as correctness, exactness, sensitivity, F1-score, and false alarm rate are 

employed to gauge the performance of classifiers. 

4. Outcome Evaluation and Comparison 

i. Modern feature selection methods are contrasted with the suggested GbFS approach (Information Gain, 

PCA) and other optimization algorithms (PSO, ACO). 

ii. Metrics like detection accuracy, computational efficiency, and convergence rate are used for evaluation.  
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Figure. 1: Block Diagram of the proposed system. 

Datasets and preparation 

Experiments are performed using three standard intrusion detection datasets, which are integrated into the 

proposed GA-based framework. These datasets include UNSW-NB15, CIRA-CIC-DOHBrw2020, and Bot-IoT. 

A summary of these datasets is provided, with further details explained in Table 2. The CIRA-CIC-DoHBrw-

2020 dataset includes both harmless and malicious DoH traffic, as well as non-DoH traffic. It combines HTTPS 

and DoH traffic to develop a comprehensive dataset. This is accomplished by employing browsers and DNS-

tunnelling apps that support the DoH protocol for browsers to access the top 10,000 Alexa-ranked websites. There 

are over 1.4 million samples in the dataset, which includes 34 characteristics and four different classes. To reduce 

dimensionality, small packets that do not convey enough data are removed during data collection. At UNSW 

Canberra Cyber, the Bot-IoT dataset is created in a realistic network environment with both typical and botnet 

traffic. This dataset contains around 72 million records, covering attack classes such as DoS, DDoS, OS and 

service scans, and data exfiltration (Nazir and Khan 2021). 

Table 2: Datasets Summary 

Features CIRA-

CICDoHBrw2020 
Bot-IoT 

UNSW 

NB-15 

Feature size 35 25 47 

Class size 6 8 10 

Data points ∼1.6 million ∼3 million ∼0.35 million 

 

The UNSW NB-15 dataset was produced using the IXIA Perfect Storm program from the Australian Center for 

Cyber Security. It is founded on both simulated attack behaviors and actual, everyday network activity. There are 

nine types of attacks in the dataset: worms, reconnaissance, shellcode, backdoors, DoS, exploits, fuzzers, and 

analysis (Rani et al., 2024). The dataset comprises 49 characteristics that represent data from several classes. 

Because of the constraints of the present benchmarks, the maximum number of features examined does not exceed 

50, as shown in Table 3, which is a list of datasets currently being considered for testing. The suggested method 

can still categorize data with more dimensions. Typically, increasing the number of features or input variables 

affects the prediction outcome negatively, but having too few features also impedes effective learning. In this 
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study, classifiers were trained with the complete set of features and a reduced set to compare performance. The 

outcomes demonstrate that a reduced number of features yields better performance. While a robust feature set can 

lead to classifier overfitting, an insufficient number of features can result in underfitting. Based on this, various 

feature sets were evaluated, with the optimal outcome identified using just 10 features. The best results were 

achieved with just 10 features, despite using datasets with up to 50 features. 

Table 3: Parameter Settings 

Variable Values  

Aggregate count of properties 52, 41, 68 

Number of instances 100 

Genetic sequence length 10 

Rate of genetic exchange 0.5 

Rate of genetic variation 0.6 

Maximum node depth 5 

Optimization step size 0.1 

Quantity of estimators 20 

Stimulator Gradient Boosted DT 

SVM core function Unidirectional 

k parameter 9 

Objective multi:softmax 

 

The initial stage of any learning system is data preparation. The system introduced here captures incoming data 

and stores it in its data repository. A crucial part of this process is data pre-processing, which ensures the data is 

cleansed of noise and inconsistencies before being fed into the learning module. Normalization, scaling, and input-

output coding are examples of pre-processing procedures. It is important to note that some data may not be in a 

format compatible with the learning module, as the current solution only accepts numerical data and generates 

output within a range that the fitness function specifies. It's also possible that the input values for various data 

attributes don't fall on the same scale. Scaling is used to solve this problem. All attributes are scaled in this study. 

Using the formula in Equation (1) 

𝑋�̇� =  
(𝑋𝑖− 𝑋𝑚𝑖𝑛)

(𝑋𝑚𝑎𝑥− 𝑋𝑚𝑖𝑛)
          (1) 

where xi, xi, Xmax, and Xmin stand for the scaled value, maximum, minimum, and original values, respectively. 

Equation (1) is used to scale the properties first, and then the data is normalized. To keep all of the input values 

within a reasonable range for the learning module to process, normalization is done. Equation (2) lists the 

normalization formula. 

𝑋�̇� =  𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛  ×  ⟦
(𝑋𝑖− 𝑋𝑚𝑖𝑛)

(𝑋𝑚𝑎𝑥− 𝑋𝑚𝑖𝑛)
⟧ + 𝑋𝑚𝑖𝑛       (2) 

To change alphanumeric data into numeric data, the 1-of-n encoding algorithm is used. Simulations are conducted 

utilizing benchmark intrusion detection datasets, such as Bot-IoT, CIRA-CIC- DOHBrw- 2020, and UNSWNB15, 

to evaluate the efficacy of the suggested framework. The results and evaluation section contains thorough 

explanations of various datasets. Both textual and numerical data are included in these three databases. A label 

encoder converts the dataset's category features into a format compatible with ML. 
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Adaptive GA module 

The proposed framework's second module is the Genetic Algorithm-based feature selection component, which 

plays a crucial role in the architecture. This methodology uses a Genetic Algorithm carried out in an unsupervised 

manner. The Genetic Algorithm follows a sequential protocol: (a) initializing the population, (b) formulating the 

fitness function, (c) selecting parents for the next generation, (d) executing crossover, (e) developing mutation, 

and (f) evaluating the final next generation. This process enables the framework to identify the most relevant 

features, enhancing the overall system's accuracy and efficacy. 

Genetic configuration and founding population  

The GA process begins with the creation of an initial population, where chromosomes are randomly formed by 

selecting unique genes from the dataset attributes. Each chromosome, a one-dimensional array, represents a 

potential solution to the feature selection problem. The genes are chosen randomly, without duplicates, and based 

on a predetermined number. This stage sets the foundation for the GA, which shows the chromosome structure. 

In this study, N is set to 10, though additional experiments are conducted with varying values for N. Every 

chromosome cell has a numerical value, V, where V is more than or equal to 0 and the length of the feature set is 

greater than or equal to V. Each gene's numeric value correlates to a certain feature number. As a result, ten 

features chosen from the feature set are present in each chromosome, creating a subset that will subsequently be 

optimized to find the best answer. 

Fitness function  

This study introduces a new fitness function that assesses the relationship between selected features, addressing 

the challenge of absent class labels. A method for identifying traits that show little resemblance to one another is 

the fitness function. This makes it possible to choose features that exhibit more diversity and can record a wider 

variety of data relevant to the dataset. The suggested fitness function calculates the average correlation after 

determining the correlation between the features that have been provided. Once the resulting value of the average 

correlation is obtained, optimization is necessary to enhance both the accuracy and average correlation values 

across the GA generations. When the selected features are varied and show little association, a solution is needed. 

This is accomplished by converting the average correlation value into an average non-correlation value as 

presented in Equation 3. To do this, the average correlation for each generation is subtracted from 1, the highest 

value that may be achieved according to Equation 4. This conversion makes it possible to display the accuracy 

and correlation averages in ascending or descending order. The accuracy of the particular chromosome and the 

transformed average correlation value are then used to compute the fitness values. The converted values and 

accuracy are averaged to establish the chromosome's fitness. The main goal of the suggested strategy is to 

maximize the accuracy and average correlation. The fitness function is shown in Equation 5. 

𝐶𝑜𝑜𝑟𝑎𝑣𝑔 =  
𝑆𝑢𝑚 (𝑠) 𝑜𝑓 𝑣𝑎𝑙𝑢𝑒𝑠 𝑎𝑏𝑜𝑣𝑒 𝑡ℎ𝑒 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 

𝑁𝑢𝑚𝑏𝑒𝑟𝑠 𝑜𝑓 𝑉𝑎𝑙𝑢𝑒𝑠
       (3) 

𝐶𝑜𝑟𝑟𝑎𝑣𝑔
𝑡 = (1 − 𝐶𝑜𝑜𝑟𝑎𝑣𝑔)         (4) 

𝐹𝑖 =  
𝐴𝑖 +(1− 𝑀𝑖)

2
          (5) 
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The fitness value of the ith chromosome is determined, which involves the average correlation value, transformed 

average uncorrelation, accuracy, and computed correlation matrix. The fitness function employed in this approach 

consists of two components: the objective function and the scaling function. The objective function, which is 

optimized in this study, focuses on accuracy. The optimization is attained through a scaling function, namely the 

uncorrelation function, that refines the accuracy performance. 

Classification 

Classification is the last phase in the suggested solution. Following the random selection of genes (features) to 

create each chromosome, a fresh dataset is made using just the selected features before classification. Only the 

features that correspond to the optimum chromosome for a particular dataset are kept once the Genetic Algorithm 

(GA) converges. The dataset is then split into training and testing sets using k-fold cross-validation. Both the 

training and testing datasets for every chromosome are used for classification. Three classifiers are used in this 

study: XgBoost, k-NN, and SVM. 

Support Vector Machines (SVMs): SVMs are a supervised learning approach used for classification, effectively 

handling both linear and non-linear data in high-dimensional spaces by creating decision boundaries. Its 

advantages include strong performance in high-dimensional spaces, flexibility with different kernel functions 

(including custom kernels), and memory efficiency. Overfitting can occur when features outnumber samples. 

K-Nearest Neighbor (k-NN): k-NN is a versatile approach that can be used for both regression and classification, 

making predictions based on the majority vote of the nearest neighbors. In the simplest case, where k = 1, the 

class is determined by the closest data point. The optimal k-value can be identified either through data inspection 

or experimentation. A higher value of k tends to be more beneficial as it reduces noise. The classification decision 

is based on the distance between points, with similar distance metrics including Euclidean, Manhattan, and 

Minkowski, chosen based on the data type. XgBoost: XgBoost is an advanced algorithm capable of handling 

various data irregularities. It offers features such as regularization, parallel processing, increased flexibility in 

optimization methods, user-defined assessment standards, and the capacity to manage missing values. XgBoost 

supports parallel tree boosting, allowing for efficient and accurate solutions to a wide range of ML problems. 

EXPERIMENTATION OUTCOMES 

The proposed approach is evaluated using three benchmark datasets and compared to four advanced feature 

selection methods, then presents the outcome is presented here. Additionally, three state-of-the-art techniques are 

also compared. The prediction accuracy of classifiers using proposed and conventional feature selection methods 

is reported. The solution was implemented in MATLAB, with some built-in libraries used for file processing and 

metric computation. The development environment used was Spyder, with some code implemented in Python 

3.6. Simulations were run on a computer with an Intel Core i5 CPU, Windows 11, and 8GB of RAM. 

Parameter settings 

In the second phase of this research, feature selection is performed using the GA, which involves experimenting 

with different parameter configurations. The varied parameters include the number of iterations, the population 

size, the length of the genetic sequence, the evaluation metric, and the rates of genetic recombination and 

mutation. Crossover is a critical parameter for enhancing the GA's ability to converge and identify the optimal 

solution. Two distinct crossover probabilities are tested: uniform crossover in the first experiment, which yields 
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the best results, and two-point crossover in the second experiment. Half of the bits are consumed during the 

crossover phase since the crossover rate is set at 0.5. Together with crossover, mutation serves as the GA's 

divergence operator, directing the generations toward better convergence in the search for the best answer. 

Although not all new individuals in the studies experience mutation, the mutation rate is 0.5. The specific 

parameter settings used in the simulations are listed in Table 3. After processing the input data, the suggested 

technique, GbFS, produces a subset of ideal features that improve categorization. The performance is then 

evaluated by running standard classifiers with the characteristics that GbFS has chosen. To assess the 

effectiveness of GbFS, several experiments are conducted, as outlined in the following sections. 

Full-feature experiments 

The suggested method was applied to every benchmark dataset, using all its attributes, in an experiment. The 

three stages of the suggested framework, GbFS, are (a) dataset preparation, (b) GA-based learning module, and 

(c) classification, as was previously said. To assess classifier accuracy utilizing the entire dataset features, the 

second phase (b) of the framework was removed for this experiment. In this work, a training set was used for all 

classification tasks, and a different, untested test set was used for evaluation. 

Table 4: Threat types in CIRA-CIC-DoHBrw-2020. 

Threat classification Number of entries Threat name 

Encrypted DNS 296643 HTTP-based DNS protocol 

No HTTPS-based DNS 879493 No encrypted DNS 

Valid DoH 18907 Valid HTTPS DNS 

Virulent 295836 Virulent 

For intrusion detection in the CIRA- CIC-DOHBrw- 2020 dataset, three classification algorithms were utilized: 

SVM, k-NN, and XgBoost. The dataset's 34 features and attack type frequencies are described in Table 4, with 

classification results reported in Table 5.  The results of XGBoost applied to specific classes from the CIRA- CIC-

DOHBrw-2 020 data are shown in Figure. 2.  

 

Figure 2: Results achieved using CIRA-CIC-DoHBrw, 2020 dataset. 
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Figure 3: Confusion matrix of seaborn, where the actual value was plotted against the predicted value  

According to the experiment results, the non-DoH class uses the three classifiers to obtain detection accuracy 

ranging from 55% to 63%. For different classes, SVM offers the best detection accuracy among them. XGBoost 

performs better than k-NN and SVM, with an accuracy of 61%. Figure. 3 shows how PCA reduces the dataset's 

dimensionality, resulting in 46 features from 190,000 samples. 

This study computes the detection accuracies for each class of the 29 features in the Bot-IoT dataset, as shown in 

Table 6. The confusion matrix results from using SVM, k-NN, and XGBoost as the three classifiers on the Bot-

IoT dataset. According to the experimental results, the SVM classifier detects the DDOS class with mediocre 

performance but reaches the maximum accuracy for the Theft class. For the k-NN classifier, the results for two 

classes—reconnaissance and theft show significant detection accuracy, as illustrated in Figures 4 and 5. The 

resulting 46 feature columns with 190,000 samples enhance the work. For k-NN, the DDOS and normal classes 

achieve detection accuracies of 87% and 83%, respectively. When used in the Bot-IoT dataset for intrusion 

detection, the XGBoost classifier outperforms the other classifiers. The findings demonstrate that XGBoost 

produces the best detection results, with the Normal class displaying the lowest accuracy at 72.4% and the Theft 

class attaining the highest accuracy at 98.8%. 

The UNSW NB-15 dataset includes various threat classes, Figure 6 presents the results of the experiment 

conducted on this dataset, the experiment utilizing the k-NN classifier with nine neighbours. The generic assault 

class uses the SVM classifier to attain an accuracy of 98.1% out of the ten classes in the UNSW NB-15 dataset. 

Two groups, however, exhibit detection accuracies that are nearly 0%. Figure 7 depicts the observed seaborn 

confusion matrix for the dataset. Like SVM, k-NN achieves the highest accuracy of 98.3% for the generic threat 

class. The generic class continues to produce the greatest detection accuracy (96.8%) when using the XGBoost 

classifier. This result is supported (Akinlade et al., 2023; Oyekunle et al., 2025; Benedit, 2023; Ugbomeh et al., 

2024; Ajagbe et al., 2024). 

CONCLUSION AND FUTURE DIRECTION  

IDS performance depends on selecting key features from network traffic data. This study proposes a GA-based 

method to reduce dimensionality, optimizing feature subsets with a novel fitness function to boost classifier 

accuracy.  
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Table 5: The CIRA-CIC-DOHBrw 2020 data yielded a confusion matrix for the three classifiers. 

 Encrypted DNS No HTTPS-based DNS Valid DoH Virulent 

 SVM KN

N 

XgB

oost 

SVM KNN XgBoo

st 

SVM KNN XgBoo

st 

SV

M 

KN

N 

XgB

oost 

DoH SV

M 

1755

71 

  22147   2368

6 

  655

39 

  

 KN

N 

 194

632 

  1212

39 

  5268   125

04 

 

 Xg

Bo

ost 

  1637

19 

  101894   6598   1383

2 

non-

DoH 

SV

M 

1758

52 

  535496   1214

78 

  965

67 

  

 KN

N 

 186

243 

  4396

54 

  1020

10 

  151

586 

 

 Xg

Bo

ost 

  1010

7 

  596173   174852   1964

61 

Beni

gn-

DoH 

SV

M 

1247   4071   1322

1 

  436

8 

  

 KN

N 

 157

8 

  6574   1205

3 

  150

2 

 

 Xg

Bo

ost 

  3650   132   12247   5087 

Mali

cious 

SV

M 

1024

7 

  14578   1529

8 

  290

713 

  

 KN

N 

 397

99 

  2244

5 

  1071

4 

  108

578 

 

 Xg

Bo

ost 

  1402

2 

  15671   37689   1568

54 

 

Table 6: Attack classes in the Bot-IoT dataset 

 Classification of 

Threat/Attack 

Number of 

entries 

Attack name 

DoS 224,785 DoS 

DDoS 204,000 DDos 

Theft 160 Unauthorized data theft and keystroke logging 

Reconnaissance 128,165 Service and Operating System Detection 



Ajagbe et al. /6th International Conference and Workshop on Engineering and Technology Research 
(ICWETR) LAUFET 2025: 24-39 

 

36 
 

 

Figure 4: Results achieved using the Bot-IoT dataset. 

 

Figure. 5: Confusion matrix of seaborn, where the actual value was plotted against the predicted value 

 

Figure 6 – Results were obtained using the UNSW NB-15 dataset 
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Figure 7 – Observed Seaborn Confusion Matrix for the dataset. 

Experimental results on benchmark datasets—UNSW-NB15, CIRA-CIC-DOHBrw- 2020, and Bot-IoT—showed 

that the GbFS approach outperformed traditional feature selection techniques, achieving better detection rates and 

fewer false positives. Despite the success of the proposed method, depending on GA, which can be 

computationally expensive, there are some drawbacks. Future research could investigate faster optimization 

strategies, such as binary chaotic genetic algorithms or (1 + 1)-Evolutionary Strategies, to speed up convergence. 

Moreover, while this study employed supervised learning for classification, incorporating unsupervised 

techniques like clustering could further improve the adaptability of IDSs to detect emerging attack patterns. This 

work represents a significant advancement in using ML and optimization techniques to enhance IDS performance 

in managing complex, high-dimensional data. 
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